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Mobile: 9786143133Abstract— Many methods designed to create defenses for the Distributed denial of service (DDoS) attacks are focused on the IP and TCP layers instead of the high layer. DDoS attack has caused severe damage to servers and will cause even greater intimidation to the development of new Internet services. They are not suitable for handling the new type of attack which is based on the Application-layer. Traditionally, DDoS attacks are carried out at the network layer, such as ICMP flooding, SYN flooding, and UDP flooding, which are called Net-DDoS attacks. The intent of these attacks is to consume the network bandwidth and deny service to legitimate users of the victim systems. When the simple Net-DDoS attacks fail, attackers shift their offensive strategies to application-layer attacks and establish a more sophisticated type of DDoS attacks. To circumvent detection, they attack the victim Web servers by HTTP GET requests. In another instance, attackers run a massive number of queries through the victim’s search engine or database query to bring the server down. We call such attacks application-layer DDoS (App-DDoS) attacks. This project introduces a scheme to capture the spatial-temporal patterns of a normal flash crowd event and to implement the App-DDoS attacks detection. Since the traffic characteristics of low layers are not enough to distinguish the App-DDoS attacks from the normal flash crowd event, the objective of this project is to find an effective method to identify whether the surge in traffic is caused by App-DDoS attackers or by normal Web surfers. Focusing on the detection for such new DDoS attacks, a scheme based on document popularity is introduced. An Access Matrix is defined to capture the spatial-temporal patterns of a normal flash crowd. Principal component analysis and independent component analysis are applied to abstract the multidimensional Access Matrix. A novel anomaly detector based on hidden semi-Markov model is proposed to describe the dynamics of Access Matrix and to detect the attacks. The entropy of document popularity fitting to the model is used to detect the potential application-layer DDoS attacks.
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I. INTRODUCTION
One of the basic elements required for multicasting in wireless ad hoc networks is multicast routing. Similar to a unicast packet, a multicast packet relies on the underlying routing protocol to reach its destinations. Existing routing protocols for multicasting in wireless ad hoc networks such as MAODV and ODMRP, like unicast routing protocols, only set up routing information in nodes but do not have other controls over flows, such as congestion control. Although there have been many efforts at creating multicast transport protocols, no mature protocols have emerged yet, even for wireline networks, due to the difficulties posed by the multiple-receiver characteristic of multicasting. 
Existing multicast congestion control schemes largely fall into two categories: single rate and multirate. Single-rate schemes have poor performance in intra session fairness (i.e., the fairness between receivers in the same session) as compared to multirate schemes. This is because in single-rate schemes, the transmission rate of a multicast session is usually decided by the receiver with the lowest path rate. Multirate schemes can achieve much better intra session fairness because with these schemes, each receiver has some freedom to choose a rate appropriate for itself. Existing multirate protocols, such as Receiver-driven Layered Multicast (RLM), cannot ensure fairness with TCP, and even in wireline networks. 

To address the unfairness issue of RLM, RLC adopts two strategies, namely synchronization points and probe bursts, to coordinate receivers in obtaining knowledge on path conditions. It has been shown, however, that both RLM and RLC have inherent limits in achieving fairness with TCP flows. Another interesting protocol in this category is the Wave and Equation Based Rate Control (WEBRC) protocol. WEBRC relies on round-trip times and waves to approach fairness with TCP. It needs further investigation on how impreciseness of round-trip times would impact the performance of the protocol. In addition, WEBRC introduces considerable (but lower than RLM and RLC) control traffic overhead in adjusting receivers’ layers, which is a significant disadvantage in wireless ad hoc networks. There are also overlay-network multicast schemes such as in the literature, whose impact on the network fairness needs further investigation.

In wireless ad hoc networks, the unfairness situation becomes more severe with existing multicast congestion control protocols. First, the wireless links of wireless ad hoc networks are prone to errors. High link-error rates usually interfere with congestion control. Second, wireless links can have much longer link delays than wireline links due to the difficulties of medium access control in wireless environments. Long link delays adversely impact multicast congestion control due to increased delays for control messages. Third, wireless links usually have low effective link bandwidth. Therefore, competition for bandwidth is more severe. For these reasons, it will be extremely difficult, if not impossible, to create an end-to-end congestion control scheme that is effective and TCP friendly for multicasting in wireless ad hoc networks. 

Instead of relying on end-to-end congestion control schemes, this paper proposes a fully localized scheme in the network layer to support multicasting in wireless ad hoc networks while maintaining fairness with unicast flows. The proposed scheme integrates layered multicast with routing based congestion avoidance to achieve its rate control over multicast flows. The proposed scheme is fully localized. Each node acts based on locally collected information and no additional interaction between nodes is required for the rate control operations over multicast flows, except those required for standard multicasting service. With the proposed scheme, a multicast source encodes its signal into several layers of various priorities. The source then sends each layer to a separate multicast group. Receivers of the multicast source subscribe to these multicast groups, and packets for all or some of these groups flow into the receivers. At the same time, each intermediate node in the wireless ad hoc network monitors its wireless link. When the link starts becoming congested, the node cuts the aggregated rate of multicast flows if the multicast flows are using excessive bandwidth on the link. The local rate-cut on multicast flows is possible because each multicast flow has multiple layers, and layer priority information is embedded in the multicast addresses of these layers. Our analysis and detailed simulation results show that the proposed scheme enables multicasting in wireless ad hoc networks and provides unicast flows their fair share of bandwidth. The proposed scheme imposes no direct control over any unicast flows and assumes that each unicast flow is controlled by TCP or a similar protocol without the assistance of active queue management. A multicast source encodes its signal into multiple layers and then sends each layer to a separate multicast group. After a source chooses its layer size, it does not change the size for the rest of the multicast session. 
The intended receivers of the multicast source try to subscribe to all these groups. Packets for all or some of these groups then flow into each individual receiver.The design of one-to-many data transfer protocols which run on top of the Internet multicast service have to face the fundamental problem of congestion control. The network is shared by many competing users, and uncontrolled, aggressive flows can bring the network to a congestion collapse. To avoid this, protocol instances should behave in such a way to achieve a fair sharing of network resources with instances of other well-behaved protocols. At the same time, in multicast protocols, effective congestion control should not come at the expense of scalability, since we wish to address scenarios comprising thousands of receivers. The problem is becoming more and more important with the increasing diffusion of bandwidth-intensive multimedia tools for video and audio conferencing, which stimulate the use of the network for reaching large, heterogeneous groups of users. For these applications, techniques have been proposed for transmitting the same stream using multiple data rates based on a cumulative layered data organization. 
One of the basic elements required for multicasting in wireless ad hoc networks is multicast routing. Similar to a unicast packet, a multicast packet relies on the underlying routing protocol to reach its destinations. Existing routing protocols for multicasting in wireless ad hoc networks such as MAODV and ODMRP, like unicast routing protocols, only set up routing information in nodes but do not have other controls over flows, such as congestion control. Although there have been many efforts at creating multicast transport protocols, no mature protocols have emerged yet, even for wireline networks, due to the difficulties posed by the multiple-receiver characteristic of multicasting. Existing multicast congestion control schemes largely fall into two categories: single rate and multirate. 
Single-rate schemes such as a rate-based end-to-end multicast congestion control protocol, extending equation-based congestion control to multicast applications, a tcpfriendly single rate multicast congestion control scheme have poor performance in intersession fairness as compared to multi rate schemes. This is because in single-rate schemes, the transmission rate of a multicast session is usually decided by the receiver with the lowest path rate. Multi rate schemes such as receiver-driven layered multicast, tcp-like congestion control for layered multicast data transfer, FLID-DL, fine-grained layered multicast, smooth multi rate multicast congestion control can achieve much better intersession fairness because with these schemes, each receiver has some freedom to choose a rate appropriate for itself. 

Existing multi rate protocols, such as Receiver-driven Layered Multicast (RLM), cannot ensure fairness with TCP and even in wire line networks. To address the unfairness issue of RLM, RLC adopts two strategies, namely synchronization points and probe bursts, to coordinate receivers in obtaining knowledge on path conditions. It has been shown, however, that both RLM and RLC have inherent limits in achieving fairness with TCP flows. Another interesting protocol in this category is the Wave and Equation Based Rate Control (WEBRC) protocol. 
WEBRC relies on round-trip times and waves to approach fairness with TCP. It needs further investigation on how impreciseness of round-trip times would impact the performance of the protocol. In addition, WEBRC introduces considerable control traffic overhead in adjusting receivers’ layers, which is a significant disadvantage in wireless ad hoc networks. There are also overlay-network multicast schemes such as semantic multicast for content-based data dissemination in the literature, whose impact on the network fairness needs further investigation. 
II. Detection PRINCIPLE
Web user behavior is mainly influenced by the structure of Website and the way users access web pages.
A. ACCESS MATRIX 
We use a stochastic process to model the variety of the document popularity, in which a random vector is used to represent the spatial distribution of document popularity and is assumed to be changing with time. The process is controlled by an underlying semi-Markov chain, and a hidden state describes a cluster of document popularities or a type of user behavior.
Transition from one hidden state to another implies that user behavior has changed from one type to another. Since the model is trained by the normal behavior obtained from a lot of users of the target server, attackers are supposed to be unable to obtain historical access records from the victim Web server or unable to stay in front of the victim to intercept and collect all users’ HTTP requests sent to the target and spoof the detector based on the model.

B. Hidden semi-markov model
HsMM is a hidden Markov model (HMM) with variable state duration. The HsMM is a stochastic finite state machine. A novel anomaly detector based on hidden semi-Markov model is proposed to describe the dynamics of Access Matrix and to detect the intruder nodes that try to attack the web server via any of the gateways. Extend the HsMM algorithm to describe the stochastic process on document popularity’s spatial distribution varying with time and monitor the App-DDoS attacks occurring during flash crowd event. Consider the AM as a multiple-dimensional stochastic process which is controlled by an underlying semi-Markov process. A transition of the hidden state. Can be considered as the change of access behaviors from one spatial distribution to another one.
The hidden semi markov model used to describe the dynamics of access matrix and to achieve a numerical and automatic detection.

C. Principal Component Analysis
PCA, also called the Karhunen–Loeve transform, is one of the most widely used dimensionality reduction techniques for data analysis and compression. It is based on transforming a relatively large number of variables into a smaller number of uncorrelated variables by finding a few orthogonal linear combinations of the original variables with the largest variance. The first principal component of the transformation is the linear combination of the original variables with the largest variance; the second principal component is the linear combination of the original variables with the second largest variance and orthogonal to the first principal component, and so on.
D. Independent Component Analysis
ICA is a statistical signal processing technique. In contrast to the PCA which is sensitive to high-order relationships, the basic idea of ICA is to represent a set of random variables using basis function, where the components are statistically independent and as non-Gaussian as possible.
E. Detection Architecture

The scheme is divided into three phases: data preparation, training, and monitoring. The main purpose of data preparation is to compute the AM by the logs of the Web server.
The training phase includes the three parts, given here.
1) PCA transition
i) Compute the average matrix and difference matrix, respectively.

ii) Compute the eigenvectors and eigenvalues of the covariance matrix.

iii) Sort the eigenvalues and select the first eigenvectors, where is given in this paper.

iv) Construct the eigenmatrix by the first eigenvectors.

v) Transform the AM into -dimensional uncorrelated principal component dataset.
2) ICA transition
i) Use the outputs of the PCA module 

 to estimate the unmixing matrix by ICA algorithm.

ii) Transform the -dimensional dataset into independent signals.
3) HsMM training

i) Use the outputs of ICA module as the model training data set to estimate the parameters of HsMM.

ii) Compute the entropy of the training data set and the threshold.
The monitoring phase includes the following steps:

· Compute the difference matrix between the testingAM and the average matrix obtained in the training phase by the PCA.

· Using the eigenmatrix , compute the feature dataset of the testing AM.

· Using the de-mixing matrix , compute the independent signals.

· The independent signals are inputted to the HsMM; entropies of the testing dataset are computed.

· Output the result based on the threshold of entropy that was determined in the training phase based on the entropy distribution of the training data set.
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Fig1. Monitoring architecture.
III. Related Work
In [2],Hidden semi-Markov Model to describe the browsing behaviors of Web users and apply it to implement the anomaly detection for the application layer DDoS attacks which simulate the Web request behaviors of browser and use HTTP requests to launch attacks. By conducting an experiment with a real traffic data, the model shows that it is effective in measuring the user behaviors and detecting the application layer DDoS attacks. Traditionally, DDoS attacks are typically carried out at the network layer. These attacks target higher layer server resources like sockets, disk bandwidth, database bandwidth and worker processes.
In [4], Independent component analysis (ICA) is a statistical method for transforming an observed multidimensional random vector into components that are statistically as independent from each other as possible. Using maximum entropy approximations of differential entropy, introduce a family of new contrast (objective) functions for ICA. These contrast functions enable both the estimation of the whole decomposition by minimizing mutual information, and estimation of individual independent components as projection detection directions.
In [5], Creating defenses against flooding-based, distributed denial-of-service (DDoS) attacks requires real-time monitoring of network-wide traffic to obtain timely and significant information. Using only a few observation points, our proposed method can monitor the macroscopic effect of DDoS flooding attacks. that such macroscopic-level monitoring might be used to capture shifts in spatial-temporal traffic patterns caused by various DDoS attacks and then to inform more detailed detection systems about where and when a DDoS attack possibly arises in transit or source networks.

IV. SIMULATION 
NS or the network simulator (also popularly called ns-2) is a discrete event network simulator. NS is popularly used in the simulation of routing and multicast protocols, among others, and is heavily used in ad-hoc networking research. NS supports an array of popular network protocols, offering simulation results for wired and wireless networks alike. It can be also used as limited-functionality network emulator.NS is an object oriented simulator, written in C++, with an OTcl interpreter as a front-end. The simulator supports a class hierarchy in C++ and a similar class hierarchy within the OTcl interpreter. The two hierarchies are closely related to each other; from the user’s perspective, there is a one-to-one correspondence between a class in the interpreted hierarchy and one in the compiled hierarchy. The root of this hierarchy is the class Tcl Object.
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Fig2.Simulator Environment
    The overall simulator is described by a Tcl class Simulator. It provides a set of interfaces for configuring a simulation and for choosing the type of event scheduler used to drive the simulation. the creation of web server, Gateway and the clients. The clients can access the web server via any of the gateways. The client nodes can be placed in random order.
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Fig 3 Communication between the clients and server between HTTP requests.
A connector will receive a packet, perform some function, and deliver the packet to its neighbor, or drop the packet. There are a number of different types of connectors in ns. Each connector performs a different function
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Fig4. Finding the attacker in entire network
V. Conclusion

The DDoS attack requires monitoring dynamic network activities in order to obtain timely and signification information. While most current effort focuses on detecting Net-DDoS attacks with stable background traffic, we proposed a detection architecture aiming at monitoring Web traffic in order to reveal dynamic shifts in normal burst traffic, which might signal on set of App-DDoS attacks during the flash crowd event. That method reveals early attacks merely depending on the document popularity obtained from the server log. The proposed method is based on PCA, ICA, and HsMM. We conducted the experiment with different App-DDoS attack modes (i.e., constant rate attacks, increasing rate attacks and stochastic pulsing attack) during a flash crowd event collected from a real trace. Our simulation results show that the system could capture the shift of Web traffic caused by attacks under the flash crowd and the entropy of the observed data fitting to the HsMM can be used as the measure of abnormality.
I am extending to the project detection threshold of entropy is set 5.3, the DR is 90% and the FPR is 1%.   It also demonstrates that the proposed architecture is expected to be practical in monitoring App-DDoS attacks and in triggering more dedicated detection on victim network and prevent the DDoS attacks.Appendix
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