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Abstract
Fraud is a million dollar business and it's increasing every year. The numbers are shocking, all the more because over one third of all frauds
are detected by 'chance' means. Although prevention technologies are the best way to reduce fraud, fraudsters are adaptive and, given time, will usually find ways to circumvent such measures. Methodologies for the detection of fraud are essential if we are to catch fraudsters once fraud prevention has failed. This paper is concerned with the problem of detecting frauds using statistical method, which is an unsupervised technique.
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1. Introduction
According to  The American Heritage Dictionary, fraud is defined as a "deception deliberately practiced in order to secure unfair or unlawful gain”. In recent years the invention of new technologies has provided new ways in which criminals may commit fraud. Here we firstly distinguish fraud detection and fraud prevention. Fraud prevention describes measures to stop fraud from occurring in the first place. These include elaborate designs, watermarks, laminated metal strips and holographs on banknotes, personal identification numbers for bankcards, Internet security systems for credit card transactions, Subscriber Identity Module (SIM) cards for mobile phones, and passwords on computer systems etc. None of these methods is perfect. In contrast, fraud detection involves identifying fraud as quickly as possible once it has been perpetrated. Fraud detection comes into play once fraud prevention has failed. Many fraud detection problems involve huge data sets that are constantly evolving.. Processing these data sets in a search for fraudulent transactions or calls requires more than mere novelty of statistical model, and also needs fast and efficient algorithms, data mining techniques are relevant. Unsupervised methods do not need the prior knowledge of fraudulent and non fraudulent transactions in historical database, but instead detect changes in behavior or unusual transactions. An advantage of using unsupervised methods over supervised methods is that previously undiscovered types of fraud may be detected. Supervised methods are only trained to discriminate between legitimate transactions and previously known fraud. Unsupervised methods do not need the prior knowledge of fraudulent and non-fraudulent transactions in historical database, but instead detect changes in behavior or unusual transactions. Here we try to use peer group analysis method which is an unsupervised method to detect frauds. Statistical fraud detection methods may be supervised or unsupervised. In supervised methods, samples of both fraudulent and non-fraudulent records are used to construct models which allow one to assign new observations into one of the two classes.

2. Earlier methods for Fraud Detection

Traditional statistical classification methods like discriminant analysis and logistic discrimination has been used successfully and has been proved effective. Off late neural network methods have been tried and used effectively. Ruled based methods like Bayes method, Ripper etc has also been used for fraud detection and a combination of these methods also has been tried and executed. One of the main considerations with supervised method is misclassification of training sample. For example credit card transactions can be labeled incorrectly, remain unobserved and can be labeled as legitimate or legitimate transaction may be reported as fraudulent. Fraudsters adapt to new prevention and detection measures, so fraud detection needs to be adaptive and evolve over time. However, legitimate account users may gradually change their behavior over a longer period of time and it is important to avoid spurious alarms. Models can be updated at fixed time points or continuously over time.

3. Current state of the Industry

While the exact amount of losses due to fraudulent activities on cards is unknown, various research analyst reports concur that the figure for year 2008 probably exceeds$4.5 billion. Further, as the overall ecommerce volumes continue to grow and fraudsters adopt more complex schemes, the projected figure for losses to internet merchants in the US alone was  in the range of $5–15 billion in the year 2005. This again is dependent on how rapidly fraud prevention technology will be adopted by the industry. The incidence of fraud for credit card transactions taking place over the internet is according to Garner G22, nearly 15 times higher than face-to-face transactions. The increased likelihood of fraud, in conjunction with the full economic liability for fraud losses makes risk management one of the most important challenges for Internet merchants worldwide.

4. Recent Developments in Fraud Management

The technology for detecting credit card frauds is advancing at a rapid pace – rules based systems, neural networks, chip cards and biometrics are some of the popular techniques employed by Issuing and Acquiring banks these days. Apart from technological advances, another trend which has emerged during the recent years is that fraud prevention is moving from back office transaction processing systems to front-office authorization systems to prevent committing of potentially fraudulent transactions. However, this is a challenging trade-off between the response time for processing an authorization request and extent of screening that should be carried out.

SIMPLE RULE SYSTEMS

Simple rule systems involve the creation of ‘if...then’ criteria to filter incoming authorizations/transactions. Rule-based systems rely on a set of expert rules designed to identify specific types of high-risk transactions. Rules are created using the knowledge of what characterizes fraudulent transactions. For instance, a rule could look like – If transaction amount is > $5000 and card acceptance location = Casino and Country = ‘a high risk country’. Fraud rules enable to automate the screening processes leveraging the knowledge gained over time regarding the characteristics of both fraudulent and legitimate transactions. Typically, the effectiveness of a rule-based system will increase over time, as more rules are added to the system. It should be clear; however, that ultimately the effectiveness of the system depends on the knowledge and expertise of the person designing the rules. The disadvantage of this solution is that it can increase the probability of throwing many valid transactions as exceptions; however, there are ways by which this limitation can be overcome to some extent by prioritizing the rules and fixing limits on number of filtered transactions.

RISK SCORING TECHNOLOGIES

Risk scoring tools are based on statistical models designed to recognize fraudulent transactions, based on a number of indicators derived from the transaction characteristics. Typically, these tools generate a numeric score indicating the likelihood of a transaction being fraudulent: the higher the score, the more suspicious the order. Risk scoring systems provide one of the most effective fraud prevention tools available.

The primary advantage of risk scoring is the comprehensive evaluation of a transaction being captured by a single number. While individual fraud rules typically evaluate a few simultaneous conditions, a risk-scoring system arrives at the final score by weighting several dozens of fraud indicators, derived from the current transaction attributes as well cardholder historical activities. E.g., transaction amounts more that three times the average transaction amount for the cardholder in the last one year. The second advantage of risk scoring is that, while a fraud rule would either flag or not flag a transaction, the actual score indicates the degree of suspicion on each transaction. Thus, transactions can be prioritized based on the risk score and given a limited capacity for manual review, only those with the highest score would be reviewed.

NEURAL NETWORK TECHNOLOGIES

Neural networks are an extension of risk scoring techniques. They are based on the ‘statistical knowledge’ contained in extensive databases of historical transactions, and fraudulent ones in particular. These neural network models are basically ‘trained’ by using examples of both legitimate and fraudulent transactions and are able to correlate and weigh various fraud indicators (e.g., unusual transaction amount, card history, etc) to the occurrence of fraud. A neural network is a computerized system that sorts data logically by performing the following tasks:

􀂃 Identifies cardholder’s buying and fraudulent activity patterns.

􀂃 Processes data by trial and elimination (excluding data that is not relevant to the pattern).

􀂃 Finds relationships in the patterns and current transaction data.

The principles of neural networking are motivated by the functions of the brain –especially pattern recognition and associative memory. The neural network recognizes similar patterns, predicting future values or events based upon the associative memory of the patterns it has learned. The advantages neural networks offer over other techniques are that these models are able to learn from the past and thus, improve results as time passes. They can also extract rules and predict future activity based on the current situation. By employing neural networks effectively, banks can detect fraudulent use of a card, faster and more efficiently.

BIOMETRICS

Biometrics is the name given to a fraud prevention technique that records a unique characteristic of the cardholder like, a fingerprint or how he/she sign his/her name, so Understanding Credit Card Frauds that it can be read by a computer. The computer can then compare the stored characteristic with that of the person presenting the card to make sure that the right person has the right card. Biometrics, which provides a means to identify an individual through the verification of unique physical or behavioral characteristics, seems to supersede PIN as a basis for the next generation of personal identity verification systems. There are many types of biometrics systems under development such as finger print verification, hand based verification, retinal and iris scanning and dynamic signature verification.

SMART CARDS

To define in the simplest terms, a smart card is a credit card with some intelligence in the form of an embedded CPU. This card-computer can be programmed to perform tasks and store information, but the intelligence is limited – meaning that the smart card's power falls far short of a desktop computer. Smart credit cards operate in the same way as their magnetic counterparts, the only difference being that an electronic chip is embedded in the card. These smart chips add extra security to the card. Smart credit cards contain 32-kilobyte microprocessors, which is capable of generating 72 quadrillion or more possible encryption keys and thus making it practically impossible to fraudulently decode information in the chip.

The smart chip has made credit cards a lot more secure; however, the technology is still being run alongside the magnetic strip technology due to a slow uptake of smart card reading terminals in the world market.

Smart cards have evolved significantly over the past decade and offer several advantages compared to a general-purpose magnetic stripe card. The advantages are listed below:

􀂃 Stores many times more information than a magnetic stripe card.

􀂃 Reliable and harder to tamper with than a magnetic stripe card.

􀂃 Performs multiple functions in a wide range of industries.

􀂃 Compatible with portable electronic devices such as phones and personal digital assistants (PDAs), and with PCs.

􀂃 Stores highly sensitive data such as signing or encryption keys in a highly secure manner

􀂃 Performs certain sensitive operations using signing or encryption 
5. How Fraud is Committed Worldwide

While lost or stolen card is the most common type of fraud, others include identity theft, skimming, counterfeit card, mail intercept fraud and others.Table1 summarizes the modus operandi for credit card frauds and their percentage of occurrence.

Other 5%

Table I
Methods of Credit Card Fraud and their percentage of occurrence

	Method
	Percentage

	Lost or stolen card
	48%

	Identity theft
	15%

	Skimming
	14%

	Counterfeit card
	12%

	Mail intercept Frauds
	6%

	Others
	5%


Source: Client communications, 2003

6. Related works 

Unsupervised fraud detection methods have been researched in the detection of computer intrusion (hacking).Here profiles are trained on the combinations of commands that a user uses most frequently in their account. If a hacker gains illegal access to the account then their intrusion is detected by the presence of sequences of commands that are not in the profile of commands typed by the legitimate user. Qu , Vetter et al. (1998) use probabilities of events to define the profile [1], Lane and Brodley (1998) [2] Forrest et al(1996) [3] and Kosoresow and Hofmeyr (1997) [4] uses similarity of sequences that can be interpreted in a probabilistic framework. The neural network and Bayesian network comparison study (Maes et al, 2002) uses the STAGE algorithm for Bayesian networks and back propagation algorithm for neural networks in credit transactional fraud detection. Comparative results show that Bayesian networks were more accurate and much faster to train, but Bayesian networks are slower when applied to new instances The Securities Observation, News Analysis, and Regulation (SONAR) (Goldberg et al, 2003) uses text mining, statistical regression, rule-based inference, uncertainty, and fuzzy matching. It mines for explicit and implicit relationships among the entities and events, all of which form episodes or scenarios with specific identifiers. Yamanish et al. [5] reduce the problem of change point detection in time series into that of outlier detection from time series of moving-averaged scores. Ge et al. [6] extend hidden semi markov model for change detection. Both these solutions are applicable to different data distributions using different regression functions; however, they are not scalable to large size datasets due to their time complexity.

7. Peer Group Analysis

7.1 Overview

The Following processes are involved in PGA.
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Fig 1: Process Flow of PGA
Peer Group Analysis is a term that have been coined to describe the analysis of the time evolution of a given object (the target) relative to other objects that have been identified as initially similar to the target in some sense(the peer group).

· Since PGA finds anomalous trends in the data, it is Reasonable to characterize such data in balanced form by collating data under fixed time periods. For example, the total sell quantity can be

               aggregated per week or the number of   

               phone calls can be counted per day.

· After the proper data modeling some statistical analysis are required. Mean or variance can be appropriate. In our research we used weekly mean of credit card transactions.

Then the most important task of PGA method is to identify peer groups for all the target observations (objects). Member of peer groups are the most similar objects to the target object. In order to make the definition of peer group precise, we must decide how many objects, n peer, it contains from the complete set of objects. The parameter n peer effectively controls the sensitivity of the peer group analysis. Of course, if n peer is chosen to be too small then the behavior of the peer group may be too sensitive to random errors and thus inaccurate. The length of time window for calculating the peer group has been chosen arbitrarily here. 

Peer groups are summarized at each subsequent

time point and the target object is then compared

with its peer group’s summary.

Those accounts deviate from their peer groups

more substantially are flagged as outliers for

further investigation.

These processes repeat from the peer group

identification to the account flagging as long as

proper result received.

7.2 How PGA Functions

PGA detects individual objects that begin to behave in a way distinct from objects to which they had previously been similar. Each object is selected as a target object and is compared with all other objects in the database, using either external comparison criteria or internal criteria summarizing earlier behavior patterns of each object. Based on this comparison, a peer group of objects most similar to the target object is chosen. The behavior of the peer group is then summarized at each subsequent time point, and the behavior of the target object compared with the summary of its peer group. Those target objects exhibiting behavior most different from their peer group summary behavior are flagged as meriting closer investigation.

7.3 How PGA Functions

The approach of PGA is different in that a profile is formed based on the behavior of several similar users where current outlier detection techniques over time include profiling for single user. The most distinguishing feature of PGA lies in its focus on local patterns rather than global models; a sequence may not evolve unusually when compared with the whole population of sequences but may display unusual properties when compared with its peer group. That is, it may begin to deviate in behavior from Data modeling Statistical analysis such as mean, variants similar objects (peer group) identification Comparing target object with peer group Flagging transactions which deviate from peer groups objects to which it has previously been similar.

7.4 Definition of Peer Groups

Based on [7], Let us suppose that we have observations on N objects, where each observation is a sequence of d values, represented by a vector, x i , of length d. The jth   value of the  ith observation, x ij , occurs at a fixed time point t j .Let PG i (t j ) = {Some subset of observations (≠x i )which show behavior similar to that of x i at time t j }. Then

PG i (t j ) is the peer group of object i, at time j.

The parameter n peer describes the number of objects in the peer group and effectively controls the sensitivity of the peer group analysis. The problem of finding a good number of peers is akin to finding the correct number of neighbors in a nearest-neighbor analysis.

Conclusion

In this paper, we tried to mention the necessity of stock market fraud detection since the area has lack of proper researches. We have demonstrated the experimental results of PGA tool in an unsupervised problem over real stock market data sets with continuous values over regular time intervals. The visual evidences have been shown through graphical plots that peer group analysis can be useful in detecting observations that deviate from their peers. We also applied statistics to find the deviations effectively. We aim to proceed by incorporating other information, other than simply the quantity sold, into the outlier detection process (PGA) to increase the effectiveness of the fraud detection system. 

We will develop necessary methods to minimize the negative alarms since all outlier are not frauds. We have intention to integrate some other effective methods with PGA. We will also apply our strategy on other more applications, such as banking fraud detection.
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