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Abstract
AODV On-demand routing protocol is widely deployed in Ad Hoc network, but it has some drawbacks. This paper proposes to modify the AODV protocol called AODVSRR algorithm. By calculating the route stability process to the RREQ message and the routing repair mechanism to the RREQ message, the new algorithm not only reduces the packet loss rate and the end-to-end latency, but also enhances the utilization rate of the network resources. Finally, we analyze the performance through simulation.
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I. Introduction 
Mobile ad hoc networks (MANET) consist of mobile platform   which   communicate   with   each   other   through wireless links, without infrastructure base stations. Each node not only is a host but also as a router that maintains routes to and forwards data packets for other nodes in the network that may   not   be   within   direct   wireless   transmission   range. Topology  of  a  mobile  ad-hoc  network  will  often  change rapidly;  this  behavior  needs  some  management  and  solving problem  of  this  type  of  networks.  If  source  and  destination nodes  are  not  within  the  transmission  range  of  each  other, intermediate nodes are needed to serve as intermediate routers for the communication between the two nodes [1]. Moreover, mobile platform moves autonomously and communicate via dynamically changing network. Thus,  frequent  change  of network  topology  is  a  main  challenge  for  many  important topics,  such  as  routing  protocol  robustness,  and  performance degradation [2,  3].

 Routing algorithms for ad hoc networks can be categorized according to the way in which nodes obtain routing information, and according to the type of information they use to compute preferred paths. In terms of the way in which nodes obtain information, routing protocols have been classified as table-driven and on demand. In on-demand routing protocols, nodes maintain path information for only those destinations that they need to contact as a source or relay of packets. The recent examples for this approach are AODV [4], DSR [5], TORA [6], and so on. The Dynamic Source Routing (DSR) protocol has been shown to outperform many other on demand routing protocols. In a table-driven algorithm, each node maintains path information for each known destination in the network and updates its routing-table entries as needed. Examples of table-driven algorithms based on distance vectors are the routing protocol of the DARPA packet-radio network [7], DSDV [8], 
WRP [9].

 Recently, ad hoc network is required to support more and more traffic types, especially the real-time traffic. As we know, there are basic differences between the requirements for the transmission of bursty traffic (data, image) and real-time traffic (voice, video). Bursty traffic is error-sensitive, while real-time traffic is delay-sensitive. Thus real-time sessions require bandwidth and stable route. So the QoS guarantee is a new challenge for ad hoc network. Traditional routing algorithms for ad hoc network cannot meet this new requirement. 

In this paper, we present a novel routing algorithm with QoS guarantee, called as Stability based Route Repairing Algorithm for Ad Hoc On- Demand Distance Vector (AODVSRR) which is a on-demand routing protocol, which provides reliable route and self  route repair. AODSRR can repair break route without considering the distance between the broken node and the destination node. Simulation results indicate AODVSRR can usually increase the packet delivery ratio and decrease the end-to-end delay and packet loss. It can select the route based on the constrained condition the maximum stability route.
1.1. Organization of the paper
The rest of the paper is organized as follows. In Section 2 we describe the AODVSRR algorithm, Stability estimation, and Route Repair processing and pseudo code. This algorithm is implemented on NS2 and the simulation result is shown in Section 3. Section 4 gives an overview of related work and future work.
2. AODVSRR Algorithm
Many routing protocols used in ad hoc network are constrained by the condition “Shortest Path” [10]. However this constraint ignores the stability of the path. From the point of stability, these routing protocols overlook the route stability of the network nodes and the nodes in the shortest path maybe the “hotspot” of the network. To overcome this problem, we present the AODVSRR.
2.1. Description of Stability Estimation
AODVSRR algorithm increases the performance and when active route fails. Our paper mainly concerned route repair Mechanism based on the stability estimation method. Link stability is used in AOSV [11]. In AOSV  algorithm  for   computing   link/route   stability initially, every node begins to estimate the stabilities of radio links  to  its  neighbors  and  for  keeping  track  of  the  link stabilities between a node and its neighbors, each node periodically  broadcasts  Hello  message  (HELLO)  including the location of the broadcasting node toward its neighbors [11]. In this protocol, when a node receives Hello messages, this node first calculates the distance between neighboring node and itself from the received HELLOs and because it is aware of distance,   evaluates   the   stability   of   radio   link   to   the broadcasting   neighbor.   This   information is recorded   for estimating   stabilities   of   multi-hop   routes   in   follow-up processes. In path discovery process, source node broadcast RREQ that has new link stability field. The intermediate node rebroadcast only the RREQ with the maximum value in route stability among received RREQs.  
2.2 Route repair processing of RREP message  
[image: image1.png]SRS





Figure 1. AODVSRR algorithm messaging
Consider a data is flowing from source to destination, in figure 1shows the three possible message exchange routes. The AODV algorithm adopts to only find the shortest path and it fails to repair the route. But our proposed AODVSRR works in the following way:
1. Source node sends RREQ to destination node, and

Waits for RREP.
2. Destination node returns RREP for each valid RREQ; and at the return process, all nodes in this path will add its route stability in the RREP.

3. Source node selects several shortest paths and according these RREP, if there are multiple shortest paths; if there is only one shortest path, source node will also select a next shortest path from the residual paths.

4. Source node calculates the stability of the each route [image: image2.png]SRS



 packet numbers on different selected paths.

5. Based on the follow proportion, source node dynamically calculates route stability on the different paths based on the following equation:
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Where
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 Is the route stability of the route r,

r is the set of available routes and

nsi is the stability of node i .
Let the above figure 1 the shortest and the maximum stability 
path is S-C-G-D. If data is flowing (S-C-G-D) and a link break is detected by the intermediate node G, the node G does not send the route error message (RERR) to the source of the data S. Instead, it sends a Route Repairing (RR) message back to the previous hop node C. After sending RR to C, now G tends to broadcast RREQs to repair the break route. The intermediate node C sends information to the source node to stop the data flow in the route through Route Stop (RST) message and it stores the data packets in its cache, and then it sets the timer and waits for the acknowledgement from node G. In the mean time if the node G repairs the link failure in time, it broadcast the message of Route Repair Ok (RROK) to the node C. Then the node C sends the data packets which are stored in its cache and it send the Route Repair Ok (RROK) to the source. Then the source node disables the RST and starts to send the data in the same route. In the worst case if G cannot repair the route in the same time, it sends back a Route Repair Fail (RRF) message to C. In AODV the node C sends the data packets, which store in the cache, back to source S. Then the source finds the other shortest path. But our proposed AODVSRR the intermediate node C finds a new shortest and maximum stability route to the destination, it updates its route table with this new route, even if the forwards hop node G repairs the break link and C received a RROK message from G. After establishing the new route the node C sends the packets which are stored in its cache. In the worst situation, each intermediate node cannot repair the break link and cannot find a new route to the destination. Then, the source node will receive a RR message. In this case, AODVSRR source node selects the already found the shortest path with maximum stability route broadcasts a data packets to the destination. 
2.3 Pseudo-code
AODVSRR Algorithm: 
1: ROUTE INITILIZATION
{

Source selects several shortest paths with maximum stability
Source node will select a next shortest path with maximum stability;
}

2. ROUTE REPAIR DETECTION:

{

     if (node G receives RREQ);
    {

     No link failure;
     D catches the data packets;
     }

     else

     {

      G detects link failure;
  }

3. ROUTE REPAIRING:

     If (node G detects Link failure)

     {

       ((C receives the RR from G) && (G sends RREQ));
       ((C starts timer) && (C sends RST to S));
       If(C receives RROK)

    { 

       S disables RST;

       S sends data packets;

     }

      else

     {

       G sends RRF to C;

       C Find new shortest path with maximum stability;

      }

      else 
     {
     node S selects already found shortest path with maximum stability;

      }
  } 

3. Simulation
Simulation is conducted in the NS2. There are three aspects are compared between AODVSRR routing protocol and AODV routing protocol. They are Packet delivery rate, average end-to-end packet delay and the number of routing packet requests

3.1 Simulation Environment

Simulation parameters are set as follows: there are 50 nodes mobile in the region (500 m ×500m), wireless coverage of each node is 100 m. Channel bandwidth is 2Mbps. Nodes move randomly in network, the largest mobile speed is 10m/sec or 20m/sec, the smallest mobile speed is 0. Traffic pattern is the flow of CBR. CBR connections are 5, 10,15,20,25 respectively. Four packets are sent per second, 64 bytes per packet. Simulation time is 100 s.

3.2 Result and performance analysis

The simulation results are used to compare the packet loss rate and end-to-end delay of the AODVSRR and AODV based on different packet arrival rates. Meanwhile, the influence of the packet delivery ratio in number of nodes and the speed of nodes is performed and the results are compared with AODV.

Figure2: packet loss with different arrival rates
From Fig.2, we see the packet loss rate is also varied with the arrival rate. If the arrival rate is small, the packet loss rate of AODVSRR and AODV is approximately same. If the data arrival rate is more than 15 (packets per sec), the loss rate of packet is increased quickly. And from the simulation result we find that when the data arrival rate is large, the packet loss rate of AODVSRR is lower than that of AODV.
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Figure4: end- to-end delay with different arrival rates

From Fig.4, we can see that the average end-to-end Delay is varied with the arrival rate. When the arrival reaches 15 (packets per sec), the average end-to-end delay increases quickly. But the performance of AODVSRR is always better than that of AODV
3.3 Packet Delivery Ratio

Delivery Rate which is the ratio of packets reaching the destination node to the total Packets generated at the source node.
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Figure4: packet delivery ratio with different number of nodes
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Figure5: packet delivery ratio with different nodes speed
Figure 4& 5 compares the packet delivery ratio of AODV protocol in varying mobility conditions and different number of nodes. In the simulation, all nodes moved at the same specified speed. The graph demonstrates that AODVSRR performs the best. Both variations of our proposed protocol perform better than other protocols.
Conclusion
Based on the deep investigation of Ad Hoc On demand routing protocol (AODV), this paper proposes a new routing algorithm AODVSRR, in which adding the maximum stability field to the RREQ message avoids selecting the unstable routes automatically during establishing a new route; and adding the routing repair mechanism to the RREQ message instead of initiating a new routing discovery as far as possible. These improvements not only reduce the packet loss rate and the end-to-end latency, but also enhance the utilization rate of the network resources. Finally, we analyze the performance through simulation experiment.
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